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Significance Tests on the Crystallographic R Factor*
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The theory of linear hypothesis tests is discussed in relationship to its use in crystallographic
problems. In particular, formulas are developed which allow significance tests on the R-factor ratio
% =R,/R,, where R, and R, are respectively the generalized weighted R factors for a structure
resulting from an unrestrained least-squares refinement and a refinement with restraints on some
of the parameters. These tests allow one to decide whether the addition of parameters or the
imposition of fixed relationships between parameters results in a significant improvement or a
significant worsening of the agreement between observed and calculated structure factors. Tables
for determining significance levels of # are presented, and several applications from the crystal-
lographic literature and the author’s experience are discussed.

1. Introduction

In the refinement of a crystal structure, one assumes
a model with variable parameters, the values of which
are chosen so as to achieve the best agreement between
the observed and calculated structure amplitudes.
Frequently, one wishes to choose between two models
which differ essentially in the number of parameters
used to describe the structure. For example, a model
with anisotropic thermal parameters on each atom
has in general five more parameters per atom than
a model where each atom is assumed to vibrate
isotropically. A model in an acentric space group
may have about twice as many positional parameters
as does a model in a centrosymmetric space group.
The model with the fewer restraints, that is, with
the greater number of parameters, can usually be
made to fit the data better than can the more
restrained modelt; the crystallographer is thus often
tempted to add more and more parameters to his
model to obtain better fits to his data. It is the
purpose of this paper to introduce a convenient
method which will allow the crystallographer to
decide whether the increase in the number of para-
meters leads to a significant improvement in the
agreement between observed and calculated structure
amplitudes.

We would like in some way to be able to test the

validity of statements such as those that follow:
(@) The use of anisotropic rather than isotropic
temperature factors in the description of the structure
resulted in a significant improvement in the agreement
between observed and calculated structure factors.

* Research performed under the auspices of the U.S.
Atomic Energy Commission.

t The model with the greater number of parameters can
always be made to fit the data at least as well as the model
with the fewer parameters, provided that the parameters in
the latter are a subset of those in the former.

(b) We can reject as being incompatible with the
data a model in which all the distances in a benzene
ring are equal rather than alternating.

(c¢) The two molecules in the asymmetric unit are
coplanar.

(d) A model with free rotation of the methyl group
gives significantly better agreement with the data
than one which places half-hydrogen atoms with
normal temperature factors in six equivalent positions.

(e) Addition of hydrogen atom contributions to the
calculated structure factors results in a significantly
lower R factor.

(f) In this acentric structure, we can conclude
that the absolute configuration is 4 rather than B,
because the R factors for the best refinements in the
two cases are 0-100 and 0-110 respectively.

The probability of the truth of these statements
may be difficult to judge by simply examining the
final parameter values and estimated standard
deviations obtained from a least-squares refinement.
We recommend here a far simpler approach which
can be used to answer a variety of questions; we find
the approximate statistical significance levels for an
R-factor ratio refined by £ = Ri/R,, where R; is the
generalized R factor for a model with restrictions on
the parameter values, and R, is the generalized
R factor for a model without these restrictions.

In §2 we introduce the generalized R {factor.
In § 3 we present briefly the theory of linear hypothesis
tests and show how it may be related to tests of the
R-factor ratio. Following a brief discussion of non-
linearity in §4 we present in § 5 several applications
of the proposed test. The Appendix contains computed
values of the significance levels of the R-factor ratio.

We will not attempt in this paper to prove all the
pertinent results. The reader is referred to some recent
texts (Graybill, 1962; Hamilton, 1964 ; Plackett, 1960)
for a full discussion. The use of the R-factor ratio
as a test of hypotheses concerning crystal structures
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wag briefly discussed by the author a few years ago
(Hamilton, 1961).

2. The generalized R factor

Given a set of observed structure amplitudes |Fio,
a corresponding set of values |Fifc calcu]ated for a
model, and a set of weights w;=1/¢%, where o7 is
the variance of | F|o, the conventional crystallographic
agreement factor may be defined by
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In computing R’, the weights w; are usually chosen
to be equal for all reflections.

R’ as defined in (1) is essentially a normalized
mean deviation. A more convenient quantity from a
statistical point of view is
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R" is essentially a normalized standard deviation and
is the ‘weighted R factor’ often calculated in crystallo-
graphic least-squares computer programs.

If there are correlations between the observations
such that the variance—covariance matrix M for
the observations has elements

my; = covariance (|F|, |Fy]), (3)
the corresponding weight matrix W is defined by
W=g2M-1 4)

where ¢2 is the (perhaps unknown) variance of an
observation of unit weight. We may define a gener-
alized weighted R factor (Hamilton & Ibers, 1963a)

by
[ 2 2 wisl| Filo— | File) (| Fslo— | Fsle) [H
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R¢ is identical with R” defined in (2) if the weight
matrix is diagonal with w;; = w; and w;=0 for t45.*

3. Least-squares and linear hypothesis tests

A brief summary of the least-squares method in
matrix notation may be useful. We denote by Az m
a matrix with » rows and m columns. The transpose
of A is denoted by A’ and the inverse of a square
matrix Br,» by B—1
Let a set of observations Fy,; be linearly related
to a set of parameters Xm,1(n>m) by the observa-
tional equations
F=AnnX+¢n,1 (6)
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where A is the design matrix and ¢ is a random vector
with zero mean, representing the errors in the ex-
perimental observations. We denote by M), the
variance—covariance matrix for the observations:

MP), =& {ee'} (7

where the notation &(P) means the matrix whose
elements are the expected values of the elements of P.
If a weight matrix is defined as in (4)

W= g2[M®]-1 (4)

the least-squares estimates X of the parameters X
are given by R

X =B-IA'WF 8)

where B, the matrix of the normal equations, is
defined by
B=A'WA . 9)

The variance-covariance matrix for the parameters
may be shown to be

M& =g2B-1. (10)
An unbiased estimate of ¢2? is given by
~,_ (F—AX)W(F—AX) (11a)
n—m
_YWV_ & (11b)
n—m n—m

where (11b) is a definition of the matrix of residuals

V and the weighted sum of squares Go. Anunbiased

estimate of M™ is thus given by
VALY

posipon (12)

In crystallographic and other non-linear problems
to which the least-squares method is applied, an
iterative process is used in which the observational

equations (6) retain their meaning if the following
definitions of F, A and X in (6) are made.

A= {aij} = {3|F¢|/3xj}
X= {Ax,}
where {Az;} are the corrections to be applied to the

parameters before the next iteration.
We note that equation (5) may be written

(13)

. [(Flo—|Fle) W(|Flo— IFIc)]’}
R = 14
# = [ e, (14
with the result that equation (11) may be written
A (R9)2
0% = po— F JWEF, , (15)

* In definitions (1), (2) and (5), we may wish to use F?
rather than |F|, particularly if the least-squares refinements
have been carried out on F2.
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a relationship that we will use in developing a test
for R-factor ratios.

A linear hypothesis is a hypothesis which specifies
fixed linear relationships between the parameters of
a physical statistical model. It may be expressed by
the set of linear equations

Qv,uXm,1=2Zp,1 . (16)

The hypothesis that (16) is true is a b-dimensional
linear hypothesis if Q has rank b. An example of
a linear hypothesis for a five-parameter problem is

X1 = X2
x3 = 24+ 0-50
Xy = 0
i.e.
1 -1 0 0 o
QE<0 0 1 -1 0) (17)
O 0 0 0 1

0
Z= (0'50 .
0

In crystallographic problems, some hypotheses of
interest might be strictly linear in the refined para-
meters, others might be linearized by means of a
Taylor’s series expansion. An example of the former
is a hypothesis which specifies restrictions on the
thermal parameters, e.g.

Br1=Paa=fas
Brz=f13=Pes=0,

when the f;; are the refined parameters. An example
of the latter might be a hypothesis that two bond
lengths are equal when the refined parameters are
the atomic coordinates.

If the problem is strictly linear, the least-squares
estimate X of X under the condition that the hypo-
thesis (16) is true is

X=X+B-1Q'(QB1Q)1(Z~QX).  (18)

The weighted sum of squares of residuals is
Go = (F—AX)W(F—AX) (19a)
= G+ X-XyBX-X). (19b)

If the hypothesis is true, it may be shown that the
quantity

_ GQ—‘GO (n—m)
R

(20)

is distributed as F'o, n—m, the usual analysis-of-variance
ratio for b and n—m degrees of freedom. We reject
the hypothesis at the significance level « (often 0-05)
if F defined by (20) exceeds the value of F, ,_
for which

n,«

Prob [F>Fb, n—m, =

SIGNIFICANCE TESTS ON THE CRYSTALLOGRAPHIC R FACTOR

We will thus subject ourselves to the risk of rejecting
a true hypothesis 1009, of the time.
From (15), we see that (20) may be written

R} —R} (n—m)
P

if Ro is the generalized R factor calculated for the
best parameter values consistent with the linear
restrictions on the parameters, and R, is that cal-
culated for the best model without the restrictions.
We may thus test the significance of improvement
obtained when parameters are added to a least-
squares refinement by calculating the R factors and
using them in an F test as suggested in (21). In
practice, it may be more convenient to examine the
ratio of R factors:

(1)

A=Rg|R, . (22)
Combining (22) and (21), we obtain
b 3
R = {—~~F+l] : (23)
n—m

Since & is a monotonic function of F, if

F > Fb, n—m,«
then
% > r%,b, n—m, &

where the significance points of & are obtained as

b :
'@b,n—m,o‘ = [— 'Fb,n—m,a'*‘l] .

P (24)

A tabulation of £, , , , will be found in Table 1.
Shorter versions of these tables have been presented
elsewhere (Hamilton, 1964).

We have frequently found for typical X-ray diffrac-
tion data that R (equation (1)) and R¢ (equation (5))
are, at the end of a refinement, comparable. Even
when they are not, the ratio & is very likely to be
relatively insensitive to how the R factors are com-
puted. Hence, for quick work, the use of the conven-
tional R factors in calculating # may be adequate.*

4. Non-linearity

The preceding analysis is exact in the case of linear
observational equations (1) and linear hypotheses (16).
Two separate assumptions of linearity are (i) that

AF = {9F1/ 32:]}AX (25)

and (ii) that the hypotheses can be cast into linear
form. These two conditions of linearity are almost
never strictly satisfied in crystallographic problems.
The best that one can hope is that the regions of
approximate linearity extend over the entire region

* Some least-squares programs give the sum of squares
of deviations as part of the output. In such a case, one could
of course simply use tables of F.
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of the multiparameter space where there is an ap-
preciable probability density. Fortunately, experience
has shown this to be often the case in crystallographic
problems.

The usual Student’s ¢ test made on individual
parameters resulting from a least-squares refinement
is equivalent to the use of (19b) rather than (19a)
to calculate Gg. This presupposes the linearity ex-
pressed by (25) entirely aside from whether the
hypothesis itself is linear. If there are severe non-
linearities here, comparison of the R factors (essen-
tially calculation of Gq¢ by (19a)) does much to
alleviate the uncertainties caused by these non-
linearities. This is part of the basis for the recom-
mendation of the present method: it is the agreement
of the observed and calculated structure factors that
is important in assessing the reasonableness of any
parameter set. If an alternative set of parameters is
to be tested, it is the real effect of the alternative
parameters on the data rather than that extrapolated
from the derivatives of the point of best fit which
should be taken into account.

The method suggested here, although better than
any approach which demands linearity of the observa-
tional equations, is not exact. It still demands linearity
of the hypotheses, and further, because of the non-
linearities of the observational equations, the number
of degrees of freedom associated with the hypothesis
is not well defined. This latter difficulty is probably
not serious, and the effect of the former is readily
investigated. In any case, a test of Z will always be
at least as meaningful, and often more meaningful,
than the usual arguments which are made on the
basis of standard deviations resulting from the least-
squares refinement of crystal structures.

Methods of estimating the effects of non-linearity
on confidence regions in non-linear estimation have
been discussed by Beale (1960), who introduces an
average non-linearity parameter, the value of which
allows one to assess whether non-linearity is likely to
demand a serious modification of the usual hypothesis
tests. The calculation of this or a related parameter
would form a useful addition to computer programs
designed to carry out non-linear least-squares refine-
ments.

5. Some examples

In this section, we will attempt to illustrate by con-
crete examples the value of the & test. (Where we
quote an ‘R factor’, we mean either R or R¢ as
defined in (2) and (5) above.)

Example 1

A structure refinement of 30 parameters, based on
90 observations, has resulted in an R factor of 0-100.
Another investigator (4) has found a different set
of values for the 30 parameters. The R factor calcula-
tion using his parameter values and our data is 0-123.
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Can we conclude that his model is inconsistent with
our data? The hypothesis to be tested may be
formulated

Hy: The thirty parameters given by A4 correctly
describe the structure.

The dimension of the hypothesis is b=230. The estimate
of o (essentially the goodness of the data) is based
on n—m=90—30 degrees of freedom. We form the
R-factor ratio

#=0-123/0-100=1-23

and test as follows: From Table 1, we find that
PHs0,60,0.05=1-351. We cannot reject the hypothesis
at the 59 level of significance. An examination of
Table 1 also reveals that PXso, 60, 0.50=1-222, indicating
that the hypothesis cannot be rejected at the 509,
level, i.e. we would be wrong half the time if we
rejected similar hypotheses at this level. We conclude
that our data do not indicate the incorrectness of
investigator 4’s model.*

Example 2

In an X-ray study of the crystal structure of XeF,
(Hamilton & Ibers, 1963b), least-squares refinements
were carried out for three cases:

(a) All atoms have isotropic temperature factors.

() The Xe atom only has an anisotropic tempera-
ture factor.

(c) All atoms have anisotropic temperature factors.

The numbers of parameters refined in the three cases
were mq=15, mp=20, and m,=30. There were 262
reflections. The R factors achieved were R,=0-114,
Ry=0-100, and R.=0-097.

Let us test the hypothesis

Hy: All atoms vibrate isotropically.

We compare the R factors for the restrained model (a),
corresponding to the hypothesis and the unrestrained
model (c). The appropriate E-factor ratio is

A=R,/R:=0-114/0-097=1-175 .

The dimension of the hypothesis is m¢—mqa=15 and
the number of degrees of freedom for the refinement
is n—m=262—-30=232. A pertinent tabular value
of #, obtained by interpolation from Table 1, is

R15,232,0.005=1-072 .

We can reject the hypothesis at the 0-005 level,
i.e. we are quite sure that there is anisotropic motion.
Let us however test the hypothesis

Hy: The fluorine atoms have isotropic temperature
factors, but the Xe does not.

* Assuming that both refinements are complete, we would
be justified in taking a weighted mean of the two sets of
results as the best current estimate of the true parameter set.
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We compute
% = Ry/|R:=0-100/0-097 =1-03
and test as # with 10 and 232 degrees of freedom:

FKo,232,0-05=1-040
R0, 232,0.10=1-035
PRo,282,0.25=1-027 .

The probability of error if the hypothesis is rejected
lies between 109, and 25%. Usual practice would not
demand the rejection of the hypothesis at this level.

We conclude that the results of our experiment do
not preclude a model where only the Xe is allowed
to vibrate anisotropically.

Example 3

In a study of the crystal structure of DCrOg
(see Hamilton & Ibers, 1963a), a least-squares refine-
ment of three parameters was carried out with
19 intensities from a powder pattern. The resulting
value of the generalized R factor was 0-083, and the
value of the single parameter determining the
deuterium atom position was estimated to be xp=
0-4814 with an estimated standard deviation of
op=0-0015. Let us test the hypothesis

Ho . XIp= 0‘5000.

A refinement of the other parameters with zp fixed
at 0-5000 resulted in a value for R of 0-124. We test
the ratio

Z%=0-124/0-083=1-494 .

The dimension of the hypothesis is 1. Since
%1,16,0.00=1-289 ,

we can reject at the 0-005 level* the hypothesis that
$D=05
Let us now test the hypothesis

Ho: .’ED=0'486.
The calculated R factor is 0-090, and
Z=0-090/0-083=1-084 .
Since
P#1,16,0.10=1:091 ,

we cannot reject Ho at the 0-10 significance level.
If we had applied the usual Student’s ¢ test however,

we would have calculated
t=(0-4860—0-4814)/0-0015=3-0667 ,

to be compared with #15,0.00=2-947. Hence, the ¢ test
would have rejected the hypothesis at the 0-01 level.
Fig. 1 illustrates the non-linearities which cause the
two tests to be inconsistent; the test of & is to be
preferred.

* Clearly, the hypothesis could be rejected at a much
lower level, but the smallest value of & in Table 1 was used.

SIGNIFICANCE TESTS ON THE CRYSTALLOGRAPHIC R FACTOR
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Fig. 1. The heavy curve is the R factor for DCrO, as a function
of zp. The dash—dot curve is the R factor predicted on the
assumption that the structure factors are linear in the
parameter changes. The horizontal lines are the R factors
at the 0-01 and 0-05 significance levels. The solid black
bar is thus the 999 confidence interval for xp based on
a test of &, and the cross-hatched bar is the 999, confidence
interval for zp based on a Student’s ¢ test. The former is
seen to be considerably longer.

Example 4

A refinement of 60 parameters in an acentric
structure was carried out with 540 reflections. The
calculated structure factors correctly included the
effects of anomalous scattering and hence were
sensitive to the absolute configuration. The generalized
R factor for the better of the two absolute configura-
tions was 0-140; that for the alternative absolute
configuration 0:141. The statement

Hy: The second absolute configuration is correct

is a one-dimensional hypothesis. In this particular
problem, it involved changing the coordinate z to —=z
for all atoms, but the choice of the sign of z for one
atom determines it for all the rest. The value of the
R-factor ratio is

% =0-1410/0-1400=1-007 .
From Table 1, we find that
%1, 480,0.01 = 1-007 .

Hence, we may reject at approximately the 0-01 level
the hypothesis that the absolute configuration is the
second of the two tried.

This method of absolute configuration determination
without the necessity of measuring intensities for
(hkl) and (Rkl) pairs was first suggested by Ibers &
Hamilton (1964). One must assume, in this case as
well as in others, that there are no systematic errors
present in the data which would favor one configura-
tion over the other. All statistical tests demand the
assumption of random errors in the data, and
systematic errors can lead one to make gross errors
in the application of hypothesis tests. If large
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systematic errors are feared, it is well to carry out
the hypothesis tests conservatively, perhaps by using
a smaller value of « than if the errors were known
to be random.*

Most crystallographers will greet with an air of
skepticism any conclusion based on an R factor
change from 0-141 to 0-140. The author believes that
the method applied here is entirely valid, provided
that one bears in mind the comments above regarding
systematic errors. Since this paper was first prepared,
another example of the same type has been treated,
resulting in a highly significant preference for the
correct configuration over the incorrect one. The
conventional R factors were 0-097 and 0-095, and the
weighted R factors were 0-127 and 0-125 for the
two configurations. The refinement was carried out
for 612 observations and 201 parameters; the R factor
ratio is significant at a level of less than $%. The
absolute configuration preferred agrees with that
determined by ‘classical’ methods and by a method
due to Kartha (1964) which gives considerably more
weight to the reflections which show the greatest
effects of anomalous scattering. The validity of the
present approach, which the author by no means
recommends as being the best for the determination
of absolute configuration, can only be assessed by its
application to many sets of data; the author is
optimistic about the results of such an assessment.

Example 5

In a recent refinement of the structure of the
methyl ester of o-nitrobenzenesulfenic acid, Hamilton
& LaPlaca (1964) carried out an isotropic least-
squares refinement of 49 parameters with 576 reflec-
tions. The resulting generalized R factor, based on
527° of freedom, was 0-173. The C-C bonds in the
benzene ring had the following lengths: 1-44, 1-39,
1-36, 1-46, 1-34, 1-41, each with an estimated marginal
standard deviation of 0-02 A. It was desired to test
the hypothesis:

Hy: The bond lengths are equal to the average value
of 1-40 A and the ring is planar.

Using the group refinement program described by
La Placa & Ibers (1963), a least-squares refinement
was carried out, freely varying the parameters of
the nitro group and the —S-O-CHj; function but
refining only the position of the centroid and the
orientation of the benzene ring, keeping the bond
lengths fixed at 1-40 A and the bond angles at 120°.
The resulting R factor was 0-181. The value of & is

#=0-181/0-173=1-046

and the number of degrees of freedom of the hypothesis
is 6x4—7=17. (For purposes of this example, both

* We include among systematic errors the use of an incorrect
model for the calculated structure factors.
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refinements were carried out with isotropic tempera-
ture factors, one for each atom in the unrestrained
case and one for the group in the restrained case.
Hydrogen atoms were not included in either refine-
ment.) Interpolation from Table 1 gives us a value

P17, 527,0.005=1-034 ,
and the hypothesis can therefore be strongly rejected.

Example 6

Cruickshank, Lynton & Barclay (1962) refined the
structure of thortveitite in three space groups with
the following results:

Space group  Parameters R¢

Ccm 58 1/0-0283=0-168
c2 54 /0-0279 = 0-167
c2/m 33 1/0-0325=0-180

The refinement with 252 pieces of data was carried
out on F2. It was desired to test the hypothesis that
the space group is C2/m, rather than one of the two
acentric space groups. Let us take the refinement in
Cm as the unrestricted case. Restriction to C2/m is
a linear hypothesis of dimension 58—-33=25. We
may test the ratio 0-180/0-168=1:071 as Pas,194.
Interpolation from Table 1 results in

R25,194,0.25= 1073 .

Hence we cannot reject at the 259, significance level
the hypothesis that C2/m is the correct space group.
This is the conclusion reached by Cruickshank et al.,
who preferred the centrosymmetric space group for
stereochemical reasons. One can make a similar
comparison of C2/m and C2 with a similar result.
The fact that C2 with 54 parameters resulted in a
slightly lower value for R than that in Cm with
58 parameters is perhaps to be understood on the basis
that the structure in C2 cannot be obtained simply
by putting restrictions on the parameters in Cm,
but by relaxing some restrictions that are present
as well. Non-linearities are doubtless of some im-
portance also.

APPENDIX

The values in Table 1 were calculated by means of
equation (23), using the tables of significance points
of F tabulated by Merrington & Thompson (1946).
Interpolation procedures for values of b and (n—m)
not found in the tables are based on the fact that
interpolation in ¥ may be carried out on the reciprocals
of the degrees of freedom. For interpolation on (n—m),
the denominator degrees of freedom, we have to a
sufficient degree of accuracy, where No< N1 < Ns:

1
Ni(N2—No)
X [(N1—No)NoPy, xy, o+ (N2— N1)NoZy, 5y,5] - (1)

g?b, Nyo =
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Table 1. Significance points of the R-factor ratio

TABLES FER TESTING TME R FACTER AT SIGNIFICANCE LEVEL C.500

see B 1 2 3 4 5 ¢ 7 8 9 1C 12 15 20 24 30 4C €0 12¢
.
N-M #6000 000e00e0aruaonceeeessssntessssastenertssesssssssosnss ureutotstsensientiiioeosenssssssssersinecnicassssssssnssansecsccence
.

1 e 1.414 2.C0C 2.475 7.879 3.236 2.557 3.B5) 4.127 4.385 4.628 5.080 5.692 6.586 7,223 8.084 9.345 11.458 16.223
2 8 1.155 1.414 1.644 1.848 2,012 2.202 2.359 2.507 2.647 2.771S 3,028 3.366 3.864 4.221 4.706 S.418 6.617 9,331
3 & 1.C53 1.26C 1.414 o555 1.684 1.8C5 1.918 2,025 2.127 2.224 2.406 2.656 3,028 3.295 3.660 4.197 5.106 7.172
4 &« 1.C66 1.185 1.3C6 1.414 1.515 1.61C 1.7€C0 1.785 1.867 1.945 2.092 2.296 2.600 2.820 3.120 3.566 4.321 6.045
S5 1.051 1.145 1.243 1.331 1,414 1.493 1.568 1.635 1.7€8 1.774 1.899 2.072 2.333 2,522 2.782 3.168 3.825 S5.331
6 ¢ 1.042 1.122 1.2C1 1.27¢ 1.347 1.614 1.479 1,540 1.6C0 1.657 1.766 1.918 2.148 2.316 2,546 2.890 3.477 4.828
7 & 1.0235 1.104 1.172 1.237 1,298 1.358 1.414 1,469 1.521 1.572 1.669 1.805 2.012 2.163 2,371 2.683 3.21T 4.450
8 & 1,021 1.C91 1415C 1.207 1.262 1.315 1.365 1.414 1.4€1 1,507 1.595 1.718 1.906 2.044 2.235 2.521 3.013 4.153
9 & 1.027 1.C8C 1.123 1.184 1.234 1.281 14327 1.371 1.414 1.45¢ 1.536 1.€49 1.821 1.949 2,125 2.391 2.€48 3,912
10 « 1.0z4 1.C72 1.12C 14166 1.211 1.254 1.296 1.336 1.376 1l.4l4 1.488 1.592 1.752 1.870 2.035 2.283 2.711 13.711
11 ¢ 1.022 1.065 1.109 1.151 1.192 1.232 1.270 1.308 1.344 1.38C 1,448 1,545 1.694 1.805 1.959 2.192 2.596 3.541
12 & 1,020 1.C59 1.069 1.138 1.176 1,217 1.249 1.284 14317 1.35C 1.414 1.505 1.645 1.749 1.894 2.114 2.496 3.395
13 « 1.018 1.C5% 1.062 1.128 1.1€3 1.197 1.231 1.263 1.295 1.326 1.385 1,470 1.6C2 1.700 1.838 2.C46 2.410 3.267
164 « 1.017 1.051 1.085 1.119 1.152 1.184 1.215 1.245 14275 1,304 1.360 1.440 1.565 1.658 1.789 1.987 2.334 3,154
15 « 1.016 1.C47 1.079 1.111 1.142 1,172 1,2C1 1.230 1.258 1.285 1.338 1.414 1.532 1.621 1.745 1.935 2,267 3.053
16 « 1.015 1.C44 1.074 1,104 1.133 1.161 1.189 1.216 1.243 1.268 1.319 1.391 1.504 1,588 1.707 1.888 2.206 2.963
17 ¢ 1.014 1.C42 1.070 1.C9€ 1.125 1.152 1.178 14204 1.229 1.254 1.3C2 1.370 1.478 1.558 1.672 1.846 2.152 2.882
18 « 1,013 1.035 1.066 1.C93 1.119 1.l44 1.169 1.193 1.217 1.241 1.286 1.352 1.454 1.532 1.641 1.808 2.103 2,808
19 « 1,012 1.037 1.0€3 1.C88 1.112 1.137 1.16C 1.183 1.2C6 1.229 1.272 1.335 1.433 1.508 1.612 1.773 2.058 2.740
20 & 1.012 1.C3% 1.055 1.€83 1.1C7 1.13C 1.152 1.175 1.196 1.218 1.260 1.320 1,414 1,486 1.587 1.742 2.017T 2.678
21 ¢ 1.011 1.034 1,057 1.C76 1.1C2 1.124 1.145 1.167 1.188 1.208 1.248 1,306 1.397 1.465 1.563 1.713 1.979 2.621
22 ¢ 1.011 1,032 1.054 1,C7¢ 1.CS7 1.118 1.139 14159 1.179 1,199 1.238 1.293 1.381 1.447 1,541 1.686 1.944 2.568
23 « 1.010 1.€31 1.052 13.C73 1.C93 1.113 1.133 1.153 14172 1.191 1.228 1.281 1,36¢ 1.43C 1.521 1.662 1.912 2,518
24 & 1.010 1.025 1.049 1.C7C 1.089 1.1C5 14128 1,147 1,165 1.183 1.219 1.271 1.352 1l.4l4 1,502 1.639 1.882 2,473
25 s 1.CC9 1,026 1.048 1.C67 1.08¢ 1.104 1.123 1.141 1.159 1.17¢ 1,211 1,261 1.34C 1.400 1.485 1,618 1.854 2.430
26 & 1.CC9 1,027 1.046 1.C64 1.082 1.101 1.118 1.136 1.153 1,170 1.203 1,251 1,328 1.386 1.469 1,598 1.828 2.390
27 & 1.6C9 1.02¢ 1.044 1.C62 1,079 1.C97 1.114 1.131 1,148 1.164 1.196 1,263 1.317 1.373 1.454 1,579 1.804 2.352
28 ¢ 1.CC8 1.C25 1.042 1.C&C 1.C77 1,€92 1.11C 1.126 1.142 1.158 1.189 1.235 1.307 1.362 1,440 1,562 1.781 2.316
29 » 1.0C8 1.C24 1,041 1.C58 1.C74 1.C9C 1.1C6 1.122 1.138 1.153 1.183 14227 1,297 1.35C 1.427 1.545 1.759 2.283
30 o 1.CC8 1.€22 1.040 1.€5¢ 1.072 1.C87 1.1C3 1,118 1.133 1.148 1.178 1.220 1.288 1.340 1.414 1.530 1.739 2.251
40 & 1.CC6 1.C17 1.030 1.C42 1.054 1,C6¢ 1,078 1.€89 1.101 1.112 1.135 1.168 1.221 1.262 1.321 1.414 1.584 2.008
60 ¢ 1.CC4 1.C12 1.02C 1,C28 1.036 1.C44 1.052 1.C60 1.C68 1.076 1.091 1l.ll4 1.151 1.18C 1.222 1.290 1.414 1,735
120 » 1.CC2 1.C0é 1.01C 1.Cl4 1.018 1.C22 1.026 1.€30 1.C34 1.038 1.046 1.058 1.078 1,093 1.116 1.153 1.224 1,414
INF & 1.0C0 1.COC 1.0€C 1.C0C 1.0CC 1.CCC 1.0CC 1.CO0 1.0€0 1.00C 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

TABLES FRR TESTING THE R FACT@R AT SIGNIF1CANCE LEVEL 0.25C
1 4 7 8 9 10 12 15 20 24 3c 40 60 120

e e RNesrIseInENIN IRLI sIlceente aatcInIERRICESEITEIRRRRRRRRORE

2,613 4,C0C S5.06C S.543 6.716 7.405 £.045 8.634 9.185 9.706 104671 11.975 13.879 15.232 17.061 19.738 24.219 34.315
2.00C 2.3S4 2.732 3.033 3,307 3.5¢0 3.796 4.018 4.229 4.622 5.155 5.938 &.497 7.255 8.368 10.236 14.459
1,294 1.587 1.8232 Z2.C4t 2.24C 2.6417 2.583 2.738 2.885 3.025 3.286 3.644 4.171 4.550 5.065 5.822 7.C99 9.994
1.2€5 1.414  1.592 1.75C 1.895 2.025 2.154 2.272 2.384 2.491 2.692 2.968 3,378 3.674 4.0TT 4,671 5.677 7.965
1.157 1.32C 1.4¢0 1.58¢ 1.7C1 1.805 1.911 2.C07 2.099 2.186 2.352 2.580 2.920 3.166 3.503 4.001 4.847 6.777
1,127 1,26C 1.37¢ 1.48C 1.577 1.668 1.754 1.835 1.913 1.988 2.129 2.325 2.618 2.831 3,123 3,557 4.295 5-984
1.1C7  1.215  1.318 1.4C7 1.451 1,565 1.644 1,714 1,782 1.848 1,972 2.144 2.4C3 2.592 2.851 3.238 3.897 5.412
1.052 14189 1.275 1.354 1,427 1,496 1.562 1.625 1.685 1.743 1.854 2.008 24241 2.411 2.645 2.995 3.594 4.975
1.167  1.243  1.312 1.378 1.44C 1.499 1.555 14610 1.662 1.7¢2 1.902 2.114 2.269 2.484 2.805 3.355 4.630
1.C72 1.14S 1,217 1.28C 1.33% 1.395 1.449 1.500 1.549 1.597 1,689 1.817 2.012 2.155 2.353 2.650 3.161 4,348
1.C65 1,134 1.166 1.252 1.3C7 1.355 1.4CE 1.455 1.5C0 1.544 1.628 1.747 1.927 2,060 2.244 2.522 3.C00 4.113
1.059 1.122 1179 14232 1.2E1 1432E 1,373 1.417 14459 1.5C0 1.578 1.688 1.856 1.981 2.153 2.413 2.863 3.913
1,054 1.112 1,165 1.217 1.259 1.3C3 1.345 1.385 1.424 1.462 1.535 1.638 1.79¢ 1,913 2.075 2.320 2.745 3,741
1.05C 1.104 1.152 1.198 1.24C 1.281 1.32C 1.358 1.395 1.430 1.498 1.595 1.744 1,854 2.007 2.240 2.643 3.591
1.047 1,097 1.142 1.184 1.224 1.262 1.299 14334 1.369 1.402 1.4¢7 1.558 1.698 1.802 1.948 2.169 2.553 3.458
1.C44  1.C91 14123 1,172 1.21C 1.24€ 1,280 1.314 1,346 1.378 1.438 1.525 1.658 1.757 1.896 2.106 2.473 3,340
1.C41 1.C85 1.125 1.162 1.197 1.231 1.264 14295 12326 1.356 1.414 1,496 1.622 1.717 1,849 2.050 2.402 3.235
1.029 1.C8C 1.118 1.152 1,186 1.21€ 1,249 1.279 1.3C8 14337 1.391 1.469 1.59C 1.68C 1.807 2.000 2.338 3,139
1,026 1.07¢  1.111 1,144 1.176 1,207 1.236 1.265 1.292 1.319 1.372 1.44t 1,562 1.648 1.769 1,954 2.280 3.053
1.C72  1.1C5 14137 1.1€7 1.19¢ 1.224 1.251 1.278 1.304 1,354 1.425 1.53¢ 1.618 1.735 1.913 2.227 2.974
1.023  1.C66 1.1CC 1.13C 1.159 1,187 1.214 1.240 1.265 1.29C 1.337 1.4C6 1.512 1.592 1.704 1.876 2.178 2.902
1.C21 1,065 1,056 1,124 1.152 1,178 1.2C4 1.229 1.253 1.277 1.323 1.388 1.49C 1.567 1.675 1.841 2.134 2.835
1,062 1,051 1,115 1,145 1,171 1,195 1,219 1.242 1.265 1.309 1.372 1,470 1.544 1.649 1.809 2.C93 2.773
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24 1.€55 1.088 1,114 1,139 1.163 1.187 1,210 1.232 1.254 1.297 1.357 1.452 1.524 1.625 1.780 2.055 2.716
25 1.057  1.CB4 1,105 1.124 1.157 1.18C 1,202 1.223 1.244 1,285 1.344 1.435 1.5C4 1,602 1.752 2.019 2.663
26 1.C5¢ 1.CE1 1.1C5 1.128 1.151 1.173 1.194 1.215 1.235 1.274 1,331 1,42C 1.487 1.581 1.727 1.986 2.613
217 1.057 1.078 1.1C1 1.124 1.145 1,166 1.187 1.2C7 1.226 1.265 1.319 1.4C5 1.47C 1.562 1,704 1.956 2.567
28 1.€51 1.075 1,C97 1.119 1.14C 1.160 1.180 1.2C0 1.219 1.255 14308 1,392 1,454 1.544 1.681 1.927 2.523
29 . 1.€45  1.072 1.C94 o115 1.13% 14155 14174 14193 1,211 1,247 1.298 1.379 1.44C 1,527 1,661 1.900 2,482
30 » 1.€47 1.07C 1.C91 1.111 1,131 1,15C 1,168 1.186 1.204 1.239 1.289 1.367 1,426 1.511 1,641 1,875 2,443
4c e 1.C3% 1,052 1.C&€ 1.C83 1.C98 1.112 1.127 1.140 1.154 1.180 1.219 1.280 1.326 1.393 1.497 1.684 2.150
60 « 1.€22 1.025 1.C45 1.055 1.C65 1.075 1.C85 1.C94 1.103 1.121 1.148 1.19C 1.222 1.269 1.344 1,480 1,828
120 » 1.C12 1.017 1.C27 1.028 1.C33 1.038 1.C42 1,047 1.052 1.061 1.075 1.097 1.114 1.139 1,180 1.256 1.460
INF & 1.€0C 1.0CC 1.CCC 1.CCC 1.CCC 1.6CC 1.€00 1.0C0 1.COC 1.0€0 1.000 1.0CC 1.00C 1.000 1.000 1.€00 1.000

TABLES FQR TESTIAG THE R FACT@R AT SIGNIF1CANCE LEVEL 0.10C
H ¢ 7 8

1 2 3 4 9 10 12 15 20 24 3c 40 60 120

5000000000000 NEEREIsIIETeEO00000RRERYIRRERIIIRILS

1 62392 1C.COC 12.719 14,978 16.947 18,714 2C.331 21,829 23.232 24.555 27.0C9 30.320 35.154 38.588 43.231 5C.022 €1.389 86,996
2 24254 3.162 3.84C 4.414 4.923 £.383 5,807 6.202 6.574 6.925 7.579 B.467 9.768 10,696 11.953 13.796 16.889 23.874
3 1.687 Z.154 2.528 2.85C 3.138 4,296 4,676 5.196 5.964 7.258 84354 10.199 14,377
4 1.462 1.7T78 2.035 Z2.26C 2.4¢2 3,286 3.562 3.938 4.497 Se443 6.248 7.606 10.689
S 1.346 1.585 1.781 1.953 2.11C 2.75¢ 2.974 3.273 3,718 4.471 5.124 6.220 B8.715
&
7
8

*« 1.276 1,468 1.626 1.767 1.855 2.428 2.6C9 2.860 3.233 3.873 4,421 5.350 7.473

® 1.230 1.389 1.522 1l.841 1.749 24205 2.361 2.577 2.901 3.457 3.935 4.749 6,613

o 1.157  1.334 1,448 1.55C  l.644 2,043 2.180 2.371 24657 30152 3,579 4.306 5.919

9 e 14172 1.292 1,352 1.482 1.5¢5 1.92C 2.043 2,213 2.4 2,918 3.305 3.965 S.489
10 ¢ 1,153 1.255 1.348 1.425 1.5C4 1.823 1.934 2.089 2.324 2.732 3.087 3.694 5.097
11 & 1,127 1,232 1.314  1.38& 1.454 1,745 1.846 1.989 2.205 2.581 2.909 3,472 4.776
12 « 1.125 1,212 1,265 1.352 1.413 1.68C 1.774 1.906 2.1C5 2.455 2.760 3.286 4.508
13 o 1.114 1.194 1.2¢1 1.322 1.379 1.62¢6 1.713 1.836 2.022 2.349 2.635 3.129 4,280
14 = 1.1C5 1.175 1.241 1.292 1.351 1.58C 1.661 1.776 1.950 2.258 2.5271 2.993 4.082
15 «  1.C58 1.16¢ 1,224 1,217 1.326 1.54C 1.617 1.724 1.888 2.178  2.433 2.875 3.911
16 = 1.C51 1.15%5 1.2C9 1.258 1.3C4 1.50¢ 1.578 1.679 1.834 24109 2.351 2.771 3.759
17 ¢ 1.085 1.14% 1.16¢ 1.242 1,285 1.475 1.543 1.639 1.786 2.048 2.278 2.679 3.624
18 & 1.080 1.13¢ 1.184 1.22E 1.2€9 14449 14513 1.604 1.744 1.993 2.213 2.597 3.503
19 & 1.C76 1.125 1176 1.215 1.254 1.425 1.486 1.572 1.706 1.805 1.944 2.154 2.523 3.394
20 » 1.072 1.122 1.1¢5 1,206 1.241 1.403 1.461 1.544 1.671 1.766 1.899 2.102 2.456 3.295
21 « 1.Ce8 1.11€ 1.157 1.194 1,229 1.384 1.439 1.518 1.64C 1.731 1.859 2.C5 2.395 3.205
22 ¢ 1.C€5 1.11C 1.149 1.185 1.218 1.366 1.419 1.495 1.612 1.70C 1.822 2.010 2,339 3.123
23 ¢« 1.0€2 1.10% 1.142 1.17¢ l.2C8 1.35C 14401 1,474 1.586 1.67C 1.789 1.970 2.287 3.046
24 « 1.059 1.101 1.126 1.165 1.169 1,228 1.256 1.283 1.310 1.335 1,384 1.454 1.563 1.644 1.758 1.932 2.240 2.976
25 ¢ 1,057 1.C9¢ 1.121 1,162 1.161 1.215 1,246 1.272 1.297 1.321 1.369 1.436 1.541 1.619 1.729 1.898 2.196 2.911
26 ¢ 1.054 1.C93 1.125 1.155 1.183 1.21C 1.236 1,261 1.285 1.309 1.355 1.420 1.521 1.596 1.703 1.867 2.156 2.85C
27 & 1.052 1.C85 1.12C 1.149 1.176 1.202 1.227 1.251 1.275 1,297 1.341 1,404 1.502 1.575 1.678 1.837 2,118 2.79
28 ¢ 1.050 1.C8& 1.116 1,144 1.17C 1.195 1.219 1.242 14265 1.287 14329 1.390 1,484 1.555 1.656 1.810 2.083 2.741
29 ¢ 1.C49 1.C827 1.112 1.135 1,164 1.188 1.211 1.234 14255 1.277 1.318 1.377 1.468 1.537 1.634 1.784 2.C50 2.691
30 « 1.047 1.C8C 1.1C8 1.134 1,158 1.182 1.2C4 1.226 1.247 1.267 1.307 1.364 1.453 1.520 1.614 1,760 2.019 2.645
40 ¢ 1.025 1.C53 1.C8C 1.1CC 1.118 1.13% 1.152 1.169 1,185 1.20C 1.231 1,274 1.343 1,394 1.468 1.583 1.789 2.297
60 & 1.C2z3 1.C35 1.0%3 1.Cé¢ 1,78 1.C9C 1.1C1 1.112 1.123 1,133 1,156 1.184 1.231 1.267 1.318  1.399 1.568 1.922
120 ¢« 1.011 1.C16 1.02¢ 1.C33 1.C9 1.C45 1.05C 1.€56 1.061 1.067 1,077 1.092 1.117 1.136 1.163 1.207 1.288 1.505
INF ¢ 1.0C0 1.€0C 1.CCC 1.€CC 1.0CC 1.C0C 1.0C0 1.C00 1.0C0 1.000 1.000 1.C00 1.000 1.00¢ 1,000 1,000 1.C00 1.000
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12.746 2C.COC

1

3.2C3

2

3

25.4%58
4472 5.4%4
2.714 3.2C6
2.11%  2.438
1.821 2.0¢€1
lot4e  1.828
1.534  1.652
1.454 1.5€9
1.39%  1.512
1.345 14453
1.312  1.4C7
1.284 1.3¢8
1.25% 337
1.235  1.310
1.221 1.287
1,206  1.2¢8
1.192  1.2%51
1.181 1.226
1.171 1.222
l.162 1.210
1.153 1.2C0
la14¢  1.150
1.139 1.181
1.133 1.1313
1.127 1.1¢€6
la122 1.1%59
1.117  1.153
1.1127  1.147
1.109 1.142
1.105 1.127
1.078 1.1C1
1.051 1.0e7
1.02¢ 1.023
1.00C 1.0C0

4

25.989 33.938

€284
2.e27
Z.T18
2.27¢C
z.C0¢
1.832
1.708
1.€17
1.54¢
1.49¢
1.444
1.40¢
1.374
1.347
1.324
1.302
1.285
1.269
1.254
1.241
1.23¢C
1.219
1.209
1.201

1.192
1.185
1.178
1.172
l.166

1.123

1.C81
1.C4C
1.coc

5

WALTER C. HAMILTON

6

7.68C
4.345
3.201

7

37.483 4C.723 43.727

2.291
4.662
3.415
2.798
2.431
2.188
2.016
1.887
1.787
1.7¢c8
1.643
1.589
1.543
1.5C4
l.471
1.441
1.415
1.392
1.371

1.352

1.336

1.320
1.3C6

1.294

1.282

1.271

1.261
1.252
1.243
1.18C
1.119
1.059
1.0c0

Table 1 (cont.)

TABLES FER TESTING THE R FACTER AT SIGNIFICANCE LEVEL 0.0SC

8

9

10

12

15

A VALUE @F 99.599 FER THE R FACTZR RATIZ INDICATES THAT THE TRUE VALUE IS 100.CO B8R GREATER

TABLES Fg

D Ty Ty Py Ry Y Ry Ly T PP TP P T TP e

see sasass

25.4171 4C.00C

1

4.5C0

1.2C4
1.1€9
1.176
l.1¢4
1.154
1.145
1.127
1.120
l.124
l1.118
1.113
1.1C8
1.1c3
1.¢S9
1.C56
1.¢52
1.089
1.Ct6
1.043
1.021
1.0C0

£C.926
€.325 1.730
2.42C 4.085
<515 2.913
2.C91 2.379
1.845 2.073
1.€694 1.817
1.58¢ 1.741
1.507 l.641
lo44e 1,565
1.398 1.5C4
1.36C 1.4%6
1.32¢8 1.415
1.201 1.3€2
1.275  1.3¢3
1.255 1.328
l.242 1.3C7
1,227 l.2¢8
1.214 1.271
1.203 1.257
1,192 1.243
1.182 1,221
1.174  1.220
l.16¢  1.210
1.156 1.2C1
1.152 1.1583
1.14€ 1,185
1.141 1.178
1.13¢  1.172
1.131  1l.1¢6
1.C97 1.122
1.C63 1.CE0
1.031 1.040
1.coCc  1.0C0

A VALUE 2F 99.999 F@R THE R

56.554 67.899

E.91¢
4.597
2.25¢
2.629
2.27C
2.C35
1.87¢
1.76C
1.€1¢C
1.598
1541
1.493
1.453
1.415
1.39¢C
1.365
t.242
1.323
1.305
1.285
1.275
1.2¢2
1.25C
1.24C
1.230
1.221
1.212
1.204
1.197

1.C0C

FACTER

5.CeC
3.5¢4

14.991 Bl.477
9.9€2 1C.908 11.779

5.52C

1.C61
1.ccc

R TESYING THE R FACTE@R AT SIGNIFICANCE LEVEL 0.025
2 3 4 5 & 7 ]

20

24

30

40

60 120

L R Ty P Y T T T T T P P P Y P YT TR T R TP PP T ey

99.999 99.999
24.194 34,208

C.751 13.132 18.520

462539 49,191 54,110 6C.747 70.436 T7.319 86.624 99.999
8.859 9.393 9.898 10.839 12.113 13.981 15.312 17.115 19.759
4.959 5.238 5,503 5.998 6.672 7.664 B.373 9.336 1
3.617 J.8C8 3.989 4.328 4.792 5.478 5.970 6.640 7T.627
2.951 3.C97 3.23¢ 3,497 J.854 4.385 4.768 5.289 6.059
2.555 2.674 2,787 3,000 3.293 3.730 4.045 4,477 5,115
24293 2.393 2.489 2.670 2.919 3,293 3.563 3.933 4.482
2107 2,194 2,277 2.434 24652 2.979 3.216 3.542 4.027
1.567 2.044 2,118 24258 24452 24743 2.955 3.247 3,682
1.859 1.928 1.995 2.120 2.295 2.559 2.751 3.0l16 3.412
1.773 1.836 1.896 2.010 2.170 2.411 2.587 2.830 3.194
1.703 1.760 1.815 1.920 2.067 2.289 2.452 2.677 3.014
1.644 1.697 1.748 1.845 1.981 2.187 2.338 2.548 2.863
1.594 1.643 1.691 1.781 1.908 2.100 2.242 2.438 2.734
1.552 1.598 1.642 1.726 1.845 2.026 2.159 2.344 2.623
1.515 1.558 1.600 1.679 1.790 1.961 2.086 2.261 2.525
1,483 1.523 1.562 1.637 1.742 1.904 2.023 2.189 2.439
1.455 1.493 1.53C 1.600 1.700 1.853 1.966 2.124 2.363
1,429 1.465 1,501 1.568 1.662 1.808 1.916 2.066 2.295
1,407 1.441 1,474 1.538 1.629 1.768 1.871 2.015 2.233
1.386 1.419 1.451 1.512 1.598 1.731 1.830 1.968 2.178
1.368 1.399 1.430 1.488 1.570 1.698 1.792 1.925 2.127
1.351 1.381 1.410 1.466 1,545 1.667 1.758 1.886 2.081
1.336 1.365 1.393 1.446 1.522 1.640 1.727 1.850 2.038
1,322 1.350 1.376 1.428 1.501 1.614 1.699 1.817 1.999
1.309 1.336 1.362 1.411 1.482 1.591 1.672 1.787 1.962
12297 1.323 1.348 1.396 1.464 1.569 1.648 1.759 1.929
1.286 1.311 1.335 1.381 1.447 1.549 1.625 1.733 1.897
1.276 1.3C0 1.323 1.368 1.431 1.530 1.604 1.708 1.868
1a267 1.290 1.312 1.355 1.417 1.513 1.584 1.685 1.84l
1.198 1.216 1.233 1.265 1.312 1.385 1.441 1.519 1,641
1.131 1.143 1,154 1.176 1.208 1.258 1.296 1.351 1.436
1.€65 1,071 1.077 1.088 1.104 1.130 1.150 1.178 1.224
1.C00 1.0C0 1.000 1.000 1.000 1.000 1,000 1.000 1.000

9 10 12 15 20 24 3C 40

99.999 99.999
9.887 21.782 24.351

sssscesnsscsnsce

9.77C 1C.677 11.908 1

B7.489 93.116 98.424 99.999 99.999 99.999

12.589 13.351 14.071 15.411 17.226 1
5.926 6,307 6.665 7,005 7.639 8.501
4.1C8 4.354 4,586 4.807 5.220 5.785 6.618
3.255 3.437 3.6C9 3.773 4.082 4.504 5.130
2.765 2.910 3.047 3,178 3.425 3.765 4,269
2.448 2.569 2.684 2.793 3.000 3.285 3.71C
20228 2,331 2.429 2.524 2.7C2 2.948 3.316
2.0€5 2.156 2.242 2.325 2.481 2.699 3.025
1.940 2.C21 2.098 2.172 2.312 2.507 2.799
1.842 1.914 1.984 2.051 2.177 2.354 2.62C
1.762 1.628 1.891 1.952 2.068 2.230 2.474
1.696 1.756 1.815 1.871 1.978 2.127 2.353
1.640 1.€696 1.750 1.802 1.9C1 2.C40 2.25C
10593 1.645 1.695 1.744 1.836 1.965 2.162
1.552 1.601 1.648 1.693 1.780 1.901 2.086
1.516 1.562 1.6C6 1.649 1.730 1.8B45 2.019
1.485 1.528 1.570 1.61C 1.687 1.795 1.96C
1.457 1,498 1.538 1.576 1,649 1.751 1.9C8
1,433 1.471 1.5C9 1.545 1l.614 1.712 1.861
1.411 1.447 1.483 1,517 1.583 1.676 1.819
1.39C 1.426 1.460 1.492 1.555 1.644 1.781
1.372 1.406 1.438 1.470 1.530 1.615 1.746
14356 14388 1.419 1,449 1.507 1.589 1.714
12341 1,371 1.4C1 1.430 1.486 1.564 1.685
1.327 1.356 1.385 1.413 1,466 1.542 1.659
1.3164  1.342 1.370 1,397 1,448 1.521 1.634
1.3C2 1.330 1.356 1.382 1.432 1.502 1.611
1.291 1.318 1.343 1,368 1.416 1.484 1.589
1.281 1.307 1.331 1,355 1.4C2 1.468 1.57C
1,208 1,227 1.246 1.264 1.299 1.348 1.42¢
1.137 1.150 1.162 1.174 1.197 1.231 1.284
1,068 1.C74 1.080 1.086 1.098 1.115 1.142
1.0C0 1.€00 1.0C0 1.00C 1.0C0 1.000 1.0CC

RATI@ INDICATES THAT THE TRUE VALLE S 100.CO 8R GREATER

TABLES F2R TESTING THE R FACT@R AT SIGNLIFICANCE LEVEL 0.01C
. B 1 2 3 4 7 8

Ed
i
=

VPNV WA -

R

eastaseansenscenssencea

634665 99.999 99.999

T.0€9
3.517
2,510
2.0¢62
1.814
1.658
1.552
1.474
1.416
1.370
1.323
1.3C3
1.278
1.257

1.152
1.145
1.129
1.123
1.128
1.123
1.119
1.088
1.057
1.cz8
1.cco

1c.00C
hat42
3.162
2.512
2.154
1.931
1.77¢
1.668
1.58¢
1.52C
1.46€
1.425
1.289
1.359
1.234
1.311
1.292
1.274
1.255%
1.24¢
1.232
1.222
1.212
1.202
1.194
1.18¢
1.175
l.172
1.1¢€¢€
1.122
1.c8¢C
1.036
1.c0C

12.237

1.0C0

96.999
14.124
€.267
4.12C
1.18C

1.268

1.C5¢
1.€CC

sese

12

20

7.21¢
5.580
40633
4.017
3.584
3.262
3.013
2.815
2.653
2.518
2,404
2.307
2.222
2.148
2.083
2.024
1.972
1.925
1.882
1.844
1.808
1.776
1.746
1.718
1.692
1.668
1.64¢
1,485
1.324
1.163
1.00C

24

8.029
6.194
5.131
4.438
3.950
3.587
3.307
3.083
2.9C0
2.147
2.618
2,507
2.411
2.327
2.253
2.186
2.127
2.073
2.024
1.980
1.939
1.902
1.868
1.836
1.806
1.119
1.753
1.568
1.381
1.193
1.000

3c

99.999 99.995 99.999 99.999 99.999 99-999 99.999 99.999 99.999 99.999 99.999
15.788 17.292 18.675 19.962 21.172 22.316 244444 27.327 31,551 34.561 38.639
6-933  7.538 £.097 8.620 9.112 9.579 10.450 11.634 13.377 14.621 16.311
4.517 4.88C 5.216 5,532 5.829 ¢€.113 6.642 7,365 8,432 9.196 10.236
3,459 3,71¢ 3,955 4.179 4.391 4.594 4.973 5.492 6.262 ¢.815 7.568
2.879 3.077 3.261 3.435 3.6C1 3.758 4.054 4.461 5,065 5.500 6.094
2.516 2.677 2.821 2.969 3.1€5 3.234 3.477 3.812 4,311 4.672 5.165
24268 2.404 2.531 2.€51 2.766 2.875 3,082 3.368 3.794 4.103 4.527
2.089 2.20¢ 2.316 2.421 2.520 2.615 2.796 3.045 3.418 3.689 4.06l
1.9564 2.CS?7 2.154 2.246 2.334 2.419 2.518 2.800 3.132 3.374 3.707
1.848 1.94C 2.027 2.110 2.188 2.264 2.4C8 2.607 2.907 3.126 3.428
1.764  1.847 2.C00 2.071 2.14C 2.271 2.452 2.726 2.926 3.202
1.694 1.77C 1.910 1.975 2.038 2.158 24324 2.576 2.761 3.015
1.636 1,706 1.835 1.895 1.953 2,063 2.217 2.451 2.622 2.859
1.587 1.€51 1.771 1.827 1.881 1.983 2.127 2,344 2.504 2,725
1.545 1,605 1.716 1.768 1.818 1.914 2,048 2.252 2.402 2.610
1.5C8 1.564 1.669 1.717 1.765 1.854 1.980 2.172 2.314 2.510
1.476 1.529 1,627 1.673 1.717 1.802 1.921 2.102 2.236 2.422
1.448 1.498 1.590 1.634 1,675 1.756 1.868 2.04C 2.167 2.343
1.423 1.47C 1.557 1.599 1.638 1.714 1.821 1.984 2.105 2.273
1.4C1 1,445 1.528 1.567 1.605 1.677 1.779 1.935 2.050 2.210
1.381 1.423 1.502 1.539 1.575 1.644 1.741 1.890 2.000 2.153
1.3€2 1.403 1.478 1.514 1,548 1.614 1.706 1.849 1.954 2.102
1.346 1.384 1.456 1.490 1.523 1.586 1.675 1.812 1.913 2.055
1.331 1.368 1.437 1.469 1.501 1.561 1.646 1.777 1.875 2.011
1.317 1.352 1.418 1.450 1.48C 1.538 1.620 1.746 1.840 1.972
1.3C4 1.33¢ 1.402 1.432 1.461 1.517 1.596 1,717 1.808 1.935
1.292 1.325 1.386 1,415 1.443 1.497 1.573 1.691 1.778 1.901
1.262 1.313 1.372 1.4C0 1.427 1.479 1.552 1.666 1.751 1.869
1.271 1.302 1.359 1.386 1,412 1.462 1.533 1.643 1.725 1.840
1.2CC 1.222 1,264 1.284 1,304 1.341 1.395 1.478 1,540 1,629
1.131  1.145 1.173  1.186 1.199 1.224 1.260 1.316 1.359 1.419
1.C€4 1.C71 1.C85 1.052 1.098 1l.111 1.129 1.157 1.179 1.210
1.0c0 1.COC 1.C00 1,0C0 1.000 1.000 1.000 1.0CC 1,000 1.000

A VALUE 2F 95.999 F@R THE R FACTEZR RATIZ

AC18—33

INDICATES ThAT

THE TRLE VALUE [S 100.CO @R GREATER

99.999
28.115

9.291 1
7.360 1
6.197
5.415
4.852
44425
4.C90
3.819
3.595
3.406
3.245
3,105
2.983
2.875
2.779
2.693
2.615
2.545
2.481
2.422
2.368
2.318
2.212
2.229
2.189
2.151
2.116
1.859
1.592
1.309
1.000

60 1

3.067
0.323
8. 666
7.551
6,746
6.135
5.653
5.264
40941
4,668
4.435
4.232
4,055

3.415
3.320
3.234

2.948
2.889
2,833
2.781
2.394
1.984
1.534
1.000

20

essesssssnsseacaces

99.999 99.999
34,430 48.687

J.T717 16.758 23.641
9,226 11.243 15.820

40

99.999
44,615
18.792
11.766

84679

2.016

1.513
1.260
1.000

8.630 1

60

99.999
544640
22.963
16,345
10,556
8.460
7.136
64224
5.558
5.049
4,667

1.352
1.€00

2.110
9.954
84543
7.544

120

sessssscsssssnsesccscnnnn

99.999
77,269
32.401
20.193
14,822
11.848
9.968
8.671
7.723
6.997

509



510

SIGNIFICANCE TESTS ON THE CRYSTALLOGRAPHIC R

FACTOR

Table 1 (cont.)

TABLES FQR TESTING THE R FACISR AV SIGNIFICANCE LEVEL 0.005
2 3 4 5 6 7 8

ase P 1 9 10 12 15 20 24 20 40 60 120
-
N-F sacssscucscccnssncacsnsannsnssasascnnes LLTYYYYS “eeen “se weee
.
1 9 99.999 99.999 99.999 95.999 $9.999 99.999 99.999 99.99% 99.999 99.999 99.999 99.999 99.999 99.999 99.999 99,999 99.999 99.999
2 ¢ 10,012 144142 17.323 15.987 22.344 24,474 260434 28.257 29.971 31.591 34.605 38.688 44.671 48.934 54.709 63.170 77.365 99.599
38 4,418 5.B48 6.9¢2 1,912 B.T55 9.522 10.231 10.894 11.517 12,109 13.212 14.TI1 16.917 18.493 20.632 23,772 29.051 40.995
4 @ 2,972 3,761 A4.3E1 4,915 5.392 5,828 64232 6,611 6.969 7.309 7.944 £.811 10,091 11.008 12.255 14.090 17.180 24.188
S & 2,357 2,885 3.3C4 2,667 3.992 44291 4.5€¢9 4.831 5.078 5.314 5.755 6.359 7.253 7.896 B8.771 1C.062 12.240 17.192
6 ¢ 2,026 2.418 2,721 2,003 3.249 3,475 3.686 3.884 4.073 4.252 4.590 S.053 S5.T41 6.237 6.913 7.912 9.803 13.455
T e 1.822 2.132 2.380 2,597 2.793 2.974 3.144 3,304 3.456 3.602 3.875 4.251 4.812 5.216 5.770 6.589 7.978 11.150
8 ¢ 1,684 1.936 2,144 20324 2,488 24635 2.781 2.515 3.042 3,164 3.394 3.712 4.186 4.529 4.999 5.695 6,880 9.590
9 e 1.585 1.802 1.976 2.13C 2.2¢9 2.399 2.521 2.€36 2.746 2.851 3.050 3,325 3,736 4.035 4.444 5.052 6.088 B8.466
1C o 1,511 14695 1.850 1.984 2.1C6 2.22C 2.326 2.427 2.524 2.617 2.792 3.034 3,398 3.663 4.026 4.568 5.491 7.616
11 o 1,453 1.615 1.753 1.871 1.980 2.C8C 2.175 2.265 2.352 2.434 2.591 2.808 3.135 3.373 3.700 4.189 5,024 6.951
12 & 1.4C7 1,555 1.675 1.781 1.879 1,965 2.055 24136 2.214 24289 2.430 2.627 2.924 3.141 3,439 3,885 4.649 6.415
13 ¢ 1.3€9 1,502 14612 1.708 1.796 1,875 1.957 2.C31 2.1C2 2.170 2.299 2.479 2.751 2.950 3.225 3.635 4.341 5.974
14 o 1.238 1.46C 1.559 1.647 1,728 14804 1.875 1.943 2.0C8 2.071 2.190 2.356 2,607 2.791 3.046 3.427 4.082 5,604
15 » 1,311 1,424 12515 14596 1.671 1.74C 1.8C6 1,869 1.929 1.987 2.098 2.252 2.485 2.657 2.894 3.250 3.863 5.289
16 & 1,289 14392 1.477 1.552 1.€21 1.68¢ 1.747 1.806 1.862 1.916 2.019 2.162 2.381 2.541 2.763 3.097 3.674 5,018
17 & 1,269 1.36¢ 1.444 1,514 1,579 1,635 1,696 1.751 1.8C3 1.854 1.950 2.085 2.290 2.441 2.650 2.965 3,509 4.781
18 & 1,252 1.342 1,416 1.481 1.542 1,598 1.652 1.703 1.752 1.800 1.890 2.017 2.211 2.353 2,550 2.849 3.385 4.573
19 & 1.237 14322 1.351 1,452 1.5C9 14562 1.613 1.661 1.7C7 1.752 1.838 1.957 2.14C 2.215 2.463 2.746 3.237 4,388
20 * 1,224 1.302 1.3€8 1,426 1.480 1.53C 1.578 1.624 1.6€7 1.71C 1.791 1.904 2.078 2.206 2.384 2.654 3,122 4,223
21 = 14212 14287 1.349 1,403 1.454 1,502 1.547 1.590 1.632 1.672 1.749 1.857 2.022 2.144 2.314 2,572 3.019 4.074
22 ¢ 1.2C1 1.272 1.331 1.383 1.431 1.47¢ 1.519 1.560 1.6C0 1.638 1.711 1.814 1.972 2.088 2.251 2.497 2.926 3.940
23 ¢ 1.161 1.255 1.315 10364 1.41C 10453 14494 1.533 1.571 1.607 1.677 1.775 14926 2.038 2.193 2.430 2,642 3.818
24 % 1,182 14247 1.3C0 1.347 1.3S1 14432 1,471 1,508 1.545 1.579 1.646 1.740 1.885 1,992 2.141 2,368 2.765 3.706
25 ¢ 1.174  1.23¢  1.287 1,332 1.374 1.413 1,450 1.486 1.521 1.554 1.618 1,708 1.847 1,950 2.093 2.312 2.695 3.603
26 0 14167 1.22¢ 1.274 10318 1.358 1,395 1.431 1.465 1.499 1.531 1.592 1.679 1.812 1.911 2.050 2.260 2.630 3.508
27 ¢ 1.1€0  1.217 1,283 1.305 1.343 1.375 1.6414 1,447 1.478 1.509 1.5€8 1.652 1,760 1.875 2.009 2.213 2.570 3.421
28 v 1.154 1,208 1,253 1.293 1.330 14364 1.397 1,429 1,460 1.489 1.546 1.627 1.750 1.843 1,972 2.168 2.514 3.340
29 ¢ 14148 1.20C 14243 1.282 1.317 1.351 1,382 14413 10443 1,471 1.526 1.604 1,723 1,812 1.937 2.127 2.463 3.264
30 ¢ 12143 14193 1.224  1.271 10306 1.338 12369 1.398 1.427 1.454 1.5C7 1.582 1.698 1.784 1.905 2.089 2.415 3.194
40 e 1.1C5  1.142 1.172 14195 1.224 1248 1.27C 14292 1.313 14334 1.373 1,429 1,516 1,582 1.674 1.615 2.C68 2.682
60 & 1,068 1.€92 14112 1.13C 1,146 12162 14176 14191 1.2C5 1.218 1.24& 1,282 1,340 1.384 1.447 1.545 1.721 2.161
120 » 1.034 1.C45 1.055 1.€62 1.071 1.076 1.086 1.€93 1.1C0 1,107 1.120 14139 1.168 1.191 1.223 1.274 1.369 l.é14
INF ¢ 1.0€0 1.00C 1.0€0 1.€0C 1.0C0 1.00C 1.0€0 1.C00 1.0€0 1.000 1.000 1,000 1,000 1.000 1.000 1.000 1.C00 1.000
A VALUE 2F 99.999 FOR THE R FACYGR RAVIQ INDICATES THAT VTHE TRUE VALUE 1S 100.CO B8R GREATER

In particular, for interpolation between Ny=120 and
Ny=c0, we have

120
'@b,l\h,a:‘l"l'wl—('%b,mo,a—l)' (Ip)

For interpolation on b, we have for bo<bi1<bs:

Ry vy [(51—b0)%5,, 5, (b2 — 01) %3, v, ) -

1
b2 —'bo
Although the selection of degrees of freedom for the
tabulation is perhaps not the best possible for crystallo-
graphic purposes, it was felt that the tabulation should
be presented for the values found in the F tables and
allow the reader to make the interpolations for himself.

The author would like to express his appreciation
to J. A.Ibers and Sam J. La Placa for some stimulating
conversations, to Dr Gopinath Kartha for supplying
part of the data used in Example 4 and to Professor
D. W. J. Cruickshank for some helpful criticism.
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